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ABSTRACT

Breadcrumbs is a folksonomy of news clips, where users can
aggregate fragments of text taken from online news. Besides
the textual content, each news clip contains a set of meta-
data fields associated with it. User-defined tags are one of
the most important of those information fields. Based on
a small data set of news clips, we build a network of co-
occurrence of tags in news clips, and use it to improve text
clustering. We do this by defining a weighted cosine simi-
larity proximity measure that takes into account both the
clip vectors and the tag vectors. The tag weight is computed
using the related tags that are present in the discovered com-
munity. We then use the resulting vectors together with the
new distance metric, which allows us to identify socially bi-
ased document clusters. Our study indicates that using the
structural features of the network of tags leads to a positive
impact in the clustering process.

Categories and Subject Descriptors

G.2.2 [Discrete Mathematics]: Graph Theory—graph al-
gorithms, network problems; H.3.3 [Information Storage
and Retrieval]: Information Search and Retrieval—Clus-

tering; 1.5.3 [Pattern Recognition]: Clustering—algorithms,

stmilarity measures

General Terms

Algorithms, Experimentation
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1. INTRODUCTION

Tagging is a frequent behavior of people consuming on-
line information. Many well-known online systems take ad-
vantage of tags in order to improve the organization of the
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stored content, or to enhance the accuracy of search results
from user queries. Collaborative tagging systems [4] such as
Delicious and Flickr (to name a few) have had great popu-
larity recently. These systems allow their users to tag web
pages, or photos, eventually in a collaborative way. This
folksonomic [4] way of creating tags, while associating them
to web content, is helping systems to automatically enhance
the existing clustering processes and grouping techniques.
We believe our new classification technique has potential to
produce even better results by making it closer to a human-
only classification, while being performed automatically.

While collaborative tagging offers many advantages over
the use of controlled vocabularies [11], they also suffer from
several limitations at the same time due to the unrestricted
nature of tagging [4]. The fact that many tags are ambiguous
has limited the effectiveness of collaborative tagging systems
in document description and retrieval. Unlike keywords, hi-
erarchies or even taxonomies, tags usually lack any form of
explicit organization and normalization.

The Breadcrumbs system [1] helps users to collect and
store text clips from online sources, usually from news sites,
in a Personal Digital Library. The clips can then be tagged
or commented by users. Our system performs an automatic
text mining and clustering organization of this personal clip-
ping collection by grouping clips with similar semantic value
and taking the tags as a positive bias in the classification of
content. We also provide to each user a means to dynami-
cally change the intensity on the use of tags on the clustering
process.

Unlike many other approaches [2, 7, 12], we take the view
that tags may stand outside of the clustering process of the
documents and form on their own a, eventually overlapping,
community structure. Therefore, the discovery of this com-
munity structure of tags would be the first step in order to
enhance text clustering. In this article we report an experi-
ment where we define a distance metric based on a weighted
cosine similarity, that combines the textual features with the
community structure of a network of tags in order to improve
the clustering of documents, in a socially biased way.

2. RELATED WORK

Using social features to improve text clustering is a sub-
ject that has recently been explored by Ares et al. [2]. They
used a constrained clustering algorithm [13] to take advan-
tage of the social tags associated with a set of bookmarked
web pages in Delicious, by turning them into constraints
between these documents. Simpson et al. [10] applied clus-
tering to a tag co-occurrence graph in order to find related



Table 1: Average clustering coefficient and average shortest
path length of the tag network and a random network with
the same number of edges and nodes.

Network Clustering Coefficient Path Length
Random 0.04623016 3.8594669
Tags 0.85450065 3.4942602

tags and to establish a hierarchy of tags from a flat tag list.
They experimented with divisive clustering and between-
ness centrality clustering, concluding that the betweenness
method performed poorly on a graph of densely intercon-
nected tags, resulting in a large dominant cluster. Han et
al. [5] proposed the k-nearest neighbor classification algo-
rithm that assigns a degree of relevance to attributes and
uses them in a weighted cosine similarity measure. Yeung
et al. [3] took advantage of a folksonomy to create a dis-
ambiguation system based on the clustering of social tags.
Using the clusters of the network of tags, they obtained the
different groups of tags or documents associated with the
distinct meanings of an ambiguous tag. Wartena et al. [14]
studied the usage of tag co-occurrence for recommendation,
introducing second order co-occurrence as a stable measure
for tag similarities, where distances can be computed equally
between users, items and tags.

We use a different approach to improve text clustering,
based on the network of co-occurrence of tags. In 2008,
Wu has analyzed a set of tags as a social network, reveal-
ing that it shared the traditional features of regular social
networks, including the short average path length, a high
clustering coefficient and a power law distribution of the
node degrees [15]. They concluded that this type of net-
works had small world and scale-free characteristics. Based
on Wu’s conclusions, we apply overlapping community de-
tection methodologies to our network of tags and use this
information to determine related tags and to improve text
clustering. We use the Speaker-listener Label Propagation
Algorithm (SLPA) proposed by Xie et al. [16] to identify the
cover (the overlapping community structure) of our network
of tags.

3. AFOLKSONOMY OF NEWS CLIPS

Our data set is composed of 121 user-defined clips of news,
from online sources, that were further associated with user-
defined tags, having an average text length of 118.6 + 135.5
words, and an average of 2.6 + 0.9 tags per clip. The clips
were collected in a single session by five users of the Bread-
crumbs system, with a focus on five topics: the Libyan rev-
olution, the US tax plan to tackle debt, the world debt cri-
sis, Greek debt related events and Italy rating downgrade.
Based on this data set, we construct a weighted network with
tags as nodes, where each edge represents the co-occurrence
count of tags in the same document. The resulting network
has 111 nodes and 189 edges, a density of 0.03096 and a
diameter of 19. This network displays a higher average clus-
tering coefficient than a random network with the same node
set, and low average shortest path as shown in Table 1. Also
the node degree distribution follows an heavy tailed distribu-
tion as shown in Figure 1. These structural characteristics

Figure 1: Degree distribution with best fit power law line.
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show that the graph displays community structure, making
it a suitable choice for community detection.

4. NEWS CLIPS CLUSTERING

Given the community structure yielded by the structural
features of the network we are able to execute an overlapping
community detection algorithm over the graph to find tag
communities. We use the social information yielded by the
detection to improve the existing text clustering technique
as part of the Breadcrumbs system. In the next sections, we
describe the text clustering process and the tag clustering
process, and we explain how this information is combined.

4.1 Text Clustering

The Breadcrumbs system performs text clustering of user
owned collections of clips using k-means clustering with the
word vectors of each documents as data points. This cluster-
ing technique classifies the collection into k different clusters
of clips with related context.

The current technique makes sole use of the clip’s text,
which leaves out any social information that can be obtained
from the clip’s metadata. We integrate the folksonomy in-
formation with the current clustering technique to yield a
socially improved clustering method.

4.2 Tag Clustering

Tags can have related meanings in different social con-
texts. Given this intrinsic property we perform overlapping
cluster/community detection over the network of tags. The
resulting communities represent the communities of related
tags, which are sets of tags with related social context and
semantics, that are used to improve the text clustering tech-
nique.

We use the overlapping community detection algorithm
SLPA mainly due to its near linear complexity in sparse
graphs. In principle any other algorithm capable of per-



forming overlapping cluster/community detection should be
able to perform the task in its stead. This algorithm works
by propagating labels throughout each node of the network
that are repeatedly stored in memory for every node. It
has two parameters, a threshold r of probability, used in
post-processing, and the number of iterations 7. After an
initialization step, SLPA starts by taking each node in a
role as listener and receives one random label from each of
its neighbors (speakers) and stores it in a temporary list.
The listener then chooses a label from this list and adds
it to its own memory according to a function based on the
label occurrence count. The previous process is iterated a
number of times according to the parameter, and the node
memories are post-processed. The post-processing step con-
sists of the computation of the occurrence probability for
all labels and the removal from node memory of all labels
with an occurrence probability below the threshold. The
sets of nodes that share a certain label in its memory are
constructed yielding the communities of related tags.

We introduced modifications to this algorithm to make
it work with a weighted network using a modified labels
list to store the sum of weights connecting to the speakers
from where the label came from. The listener rule was also
modified to return the label with the maximum value for
the product of the sum of its weights with its occurrence
count. Running the tag clustering algorithm results in nine
overlapping communities, with sizes ranging from 4 to 33
nodes, where communities of 5 nodes are the most frequently
identified.

4.3 Socially Biased Document Clustering

The socially biased clustering is performed by executing
the modified SLPA over the network of tags with 7" = 200 it-
erations in the evolution step, and r = 0.02 for the threshold
in the post-processing step. Using the community informa-
tion produced, we construct the word vector for each clip
according to the tf-idf score, and the tag vector for each clip
using the following tag weighting function:

w(t,d) = (1—88) x tfidf (t,d) + 5SS x L > tfidf(tr,d)
|Ct| treCy

where SS is the Social Slider, a real number between 0
and 1, with 0 disabling any biasing and 1 discarding all in-
formation but that contained in the tag clusters. This value
controls the level of integration of social information derived
from the tag communities in the text clustering, being used
to impart the tag weight function and the subsequent clus-
tering with a quantitative social bias. C is the union of all
overlapping communities of tags related with a tag ¢.

We construct the k-means data point vectors by concate-
nating the two vectors with a unique ID and each data point
is pre-processed according to the equation:

; ’UZX(l—SS) Z<]
C s x 5SS i>j

where j is the vector index of the first tag component, v
the original data point, and v’ the resulting data point. The
Social Slider(SS) value is also used here to control the inte-
gration of social information. We then use the pre-processed
data points to run k-means using a distance given by the co-
sine similarity proximity measure:

Cosgist(a,b) =1 — ( Yo (@i x bi) )

VEisi(@)? x /32 (b:)?

where n is the length of the vectors a and b.

The complexity added over that of k-means is for the
SLPA step O(K |T'|) where K is the number of iterations
and T the set of tags. For the tag vector calculation, the
complexity is O(|C||T|I), where C is the set of clips and
I the implementation-dependent complexity of tf-idf. The
pre-processing step has a complexity of O(|C||S]|) where |S|
is the size of each data point.

S. EVALUATION OF CLUSTERING

We manually annotate the news clips collection, classify-
ing each clip into one of the following six classes: Libya,
US Tax, World Debt Crisis, Italy Downgrading, Greece,
and Other. We use this clustering partition as our “ground
truth”, to which we compare the partitions resulting from
the text clustering and from the combination of the text
clustering with the tag clustering. In Table 2 we present the
confusion matrix analysis for each of the methods, where
“class” refers to our manual annotation of the clips and “clus-
ter” refers to the partitions identified by the tested methods
— Text clustering in Table 2a and Text+Tags clustering
in Table 2b. The true positive rate (TPR) for the text-
based method is 32.15% and the false positive rate (FPR) is
26.32%. Even though the TPR for the combined text and
tags method takes a lower value of 29.70%, the FPR also de-
creases to 23.55%, which means that the text-based method
achieves a higher number of correctly classified documents,
but also a higher number of incorrectly classified documents.
Since these metrics do not provide the grounds for a conclu-
sion, we use the Rand index [9] to measure the similarity
of the resulting partitions with the ground truth, i.e. the
percentage of correct decisions, and the F-score to calculate
the accuracy of the two methods, first using 8 = 1 and then
using § = 0.5 and 8 = 2 to penalize the false negatives less
and more strongly, respectively, than the false positives. Ta-
ble 3 depicts the evaluation of the identified partitions using
a null weight (Text), as well as a 50% weight (Text+Tags)
for the social aspect. That is, for the Text clustering, we set
the social slider to zero (SS = 0), while for the Text-+Tags
clustering we set the social slider to 0.5 (SS = 0.5), in our
weighted cosine similarity proximity measure.

As we can see in Table 3b, we obtain a higher Rand in-
dex when using the social structure of the network of tags
in the clustering process. On the other hand, by looking at
the F-score for either method in Table 3a, we verify that us-
ing the community structure of the co-occurrence of tags in
news clips slightly decreases the accuracy of the clustering
method, except when given a higher weight to the precision
(8 < 1), being consistent with the changes in the values
of Precision and Recall elicited by the choice of clustering
method shown in Table 3c. Since the F-score values for
the two clustering methods are very close together and the
Rand index isn’t by itself conclusive, we further investigate
by calculating the adjusted Rand index according to Hu-
bert & Arabie [6] and Morey & Agresti [8]. These adjusted
for chance metrics are depicted in Table 3b. The result-
ing values are in agreement with the previously calculated
Rand index, indicating that the higher Rand index for the
Text+Tags clustering represented in fact a significant result.



Table 2: Confusion matrix for the resulting partitions.

(a) Text clustering.

Same cluster Different Total
clusters

TP = 460 FN = 971 1431
FP =1534 TN = 4295 5829

Same class
Different classes

Total 1994 5266 7260

(b) Text+Tags clustering.

Different

Same cluster Total

clusters
Same class TP = 425 FN = 1006 1431
Different classes FP =1373 TN = 4456 5829
Total 1798 5462 7260

Table 3: Evaluation of the clustering methods.

(a) F-score for =05, 3=1and 8 =2.

Clustering  Fo.5 Fy F»
Text 0.2444988 0.2686131 0.2980047
Text+Tags 0.246434 0.2632394 0.2825047

(b) Rand index and adjusted Rand indices according to Hu-
bert & Arabie and Morey & Agresti.

Clustering  Rand index = HA ARI MA ARI
Text 0.65495868 0.05075362 0.07524322
Text+Tags 0.67231405 0.05602792 0.08241934
(c) Precision and Recall
Clustering  Precision Recall
Text  0.230692 0.321454
Text+Tags 0.236374 0.296995

6. CONCLUSIONS

We have proposed a weighted cosine similarity proxim-
ity measure that takes into account the social information
present in the underlying network of tags in a folksonomy.
We used this metric as the distance function of the k-means
algorithm, in order to cluster news clips together. The pro-
posed clustering method is based on the usage of what we
call a social slider, where the user can set the degree to which
the social aspect of the news clipping process influences the
grouping of news clips in his/her own Personal Digital Li-
brary, or across the whole system. The data points we use
not only include information about the textual content and
the tags of the news clips, but also about the related tags,
which are identified based on the overlapping community
structure of the global network of tags. We performed an
evaluation of the identified partitions, comparing them to
our manually annotated partition. The socially biased docu-
ment clustering method that we’ve introduced here was able
to produce an improved clustering partition, by taking ad-
vantage of the social features in our documents. Identifying
the overlapping community structure of the network of tags

associated with the Breadcrumbs folksonomy seems to im-
prove regular text clustering, resulting in a better grouping
division of our news clips collection. We hypothesize that,
as the network of tags grows and its community structure
becomes stronger, groups of tags will become more cohesive
and continuously result in improved socially biased clusters.

7. FUTURE WORK

As future work, we would like to replicate this experiment
at a larger scale, after the data set of news clips has been
increased. We believe this would reflect on the improvement
of the social structure in the network of tags and therefore
result in better clusters for higher values of the social slider.
Additionally, we would like to test the complexity of our
methodology and work on the problems that a large-scale
environment introduces.
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